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#### Abstract

A unified shock physics code, ExLO, in which Lagrangian, ALE and Eulerian solvers are incorporated into a single framework, has recently been developed in Korea. It is based on the three-dimensional explicit finite element method and written in $\mathrm{C}++$. ExLO is mainly designed for the calculation of structural responses to highly transient loading conditions, such as high-speed impacts, high-speed machining and explosions. In this paper the numerical schemes are described. Some improvements of the material interface and advection scheme are included. Details and issues of the momentum advection scheme are provided. Numerical predictions are in good agreement with the existing experimental data. Specific applications of the code are discussed in a separate paper in this journal. Eventually, ExLO will provide an optimum simulation environment to engineering problems including the fluid-structure interaction problems, since it allows regions of a problem to be modeled with Lagrangian, ALE or Eulerian schemes in a single framework.
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## 1. Introduction

Understanding and controlling large plastic deformation problems such as high-speed impact/penetration and explosion events are of great importance due to their practical applications. Hydrocodes (or wavecode) based on continuum mechanics solve such a highly dynamic events. The Lagrangian, Eulerian and ALE (arbitrary Lagrangian-Eulerian) schemes were developed in the early sixties. Recently, an explicit dynamic FE-code has become an excellent analysis tool for large-scale structural simulations in the research labs [1, 2], universities [3-5] and industrial companies $[6,7]$ as well. For large-scale simulation and enhanced accuracy, more advances in the fields of parallelization [8] and adaptive meshing [9] have been made since the late nineties.

[^0]The study presented in this paper represents a recent effort in Korea to develop a three-dimensional explicit program of unified Lagrangian, ALE and Eulerian schemes for the purpose of providing an optimum simulation environment in a single code framework, ExLO [10]. Three-dimensional eight node brick element is used with one point integration scheme to prevent locking. ExLO has several models that are useful for simulating strong shocks of large deformation events. Currently elastic-plastic behavior, Johnson-Cook fracture model and null model are available. Several equations of state (EOS), such as the Jones-Wilkins-Lee (JWL) for high explosive reactive products, the ideal gas, and Mie-Grunisen type can be chosen. It uses second-order advection schemes between cells. Some details of schemes used in the Lagrangian part, the remap part and how the interface between each parts are fully described in this paper.

The main code structure indicating major calculation phases is stated in Section 2. Then the schemes of
each calculation phase follow. The Lagrangian step is briefly discussed in Section 3 with validation for the Taylor bar impact test. The remap is included in Section 4. Some issues in this part are added and discussed in detail. The specific application of ExLO for the high-speed impact/penetration and explosion events involving large plastic deformations is described in a separate paper in this journal.

## 2. Unified code structure

### 2.1 Eulerian mesh and variable positions

Three-dimensional rectangular meshes using three sets of spatial coordinates $x(i), y(j)$ and $z(k)$ are currently available as shown in Fig. 1. Each computational element is a box. One-dimensional and twodimensional simulations can also be modeled by using wedged-shaped 8 node elements. Except the nodal velocities, all other variables, such as the stress, density and internal energy, are cell-centered. The major advection algorithm is thus constructed from the cell-centered algorithm. The advection algorithm for momentum is also based on the cell-centered algorithm. Nodal mass is one-eighth the mass of the eight surrounding elements.

### 2.2 Operator-splitting

We split a time step into two parts: Lagrangian and remap parts. The first part, Lagrangian step, calculates the incremental motion of material and is actually the same with the generic Lagrangian code. The second part, called remap step or advection step, solves the transport of material properties between mesh cells. If


Fig. 1. ALE/Eulerian mesh system.
we include some generosity of the node movement (remesh step) between two parts, actually ALE calculation can be conducted as shown in Fig. 2. The governing equation in the general conservation form is,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\nabla \cdot \Phi=S, \tag{1}
\end{equation*}
$$

where $\phi$ is a solution vector, $\Phi$ a flux function, and $S$ a source term. This equation can be split as [1, 11],

$$
\begin{align*}
& \frac{\partial \phi}{\partial t}=S, \text { Lagrangian step }  \tag{2a}\\
& \frac{\partial \phi}{\partial t}+\nabla \cdot \Phi=0, \text { Remap step } \tag{2b}
\end{align*}
$$

### 2.3 Interface of lagrangian part and remap part

The flowchart of the ExLO solution algorithm is presented in Fig. 3. As discussed in the previous section, the algorithm is separated into mainly three sections. First, an initialization process is done by using an input file. All the vertex and cell-centered quantities are initialized. The code now advances to the next time step to calculate the Lagrangian deformations. It is important to note that a mixture theory, which is not present in the ordinary explicit Lagrangian code, is necessary to calculate the mean stress of a mixed cell. The pressure calculation using the equation of state and energy equation is followed.


Fig. 2. Code structure in a single framework, (a) phase 1: Lagrangian step, (b) phase 2: Remesh step, (c) Remap step.


Fig. 3. A general flow-chart for the ExLO code.
The mesh shape can also be modified depending on the type of calculation. In the purely Lagrangian case, no modification is made and the computaion cyle is completed. In the ALE case new grid coordinates are computed by using several options on the movement restriction, while in the Eulerian case the vertex moves back to the original location. For both cases the new cell volume and the vertex velocities are calculated. The remeshing process involves advection of the cell-centered properties, such as density and internal energy. The vertex-centered momentum is also advected by using a similar method of cellcentered advection. After advection the equation of state is reapplied to update the pressure by using the new cell density and new cell energy.

## 3. Lagrangian step

### 3.1 Mathematical formulation

A three-dimensional eight node brick element is used and one point integration scheme is applied to
prevent locking. Spurious modes due to lack of integration points are controlled by hourglass control [12]. In practice it is also true that the one point integrated element has a reliability problem and hourglass control needs to be selected with great care [13]. Velocities $\mathbf{u}$ and coordinates $\mathbf{x}$ are updated with the half step central difference method,

$$
\begin{align*}
& \mathbf{u}^{n+1 / 2}=\mathbf{u}^{n-1 / 2}+\Delta t^{n} \dot{\mathbf{u}}^{n},  \tag{3}\\
& \mathbf{x}^{n+1}=\mathbf{x}^{n}+\Delta t^{n+1 / 2} \mathbf{u}^{n+1 / 2},  \tag{4}\\
& \Delta t^{n}=\frac{\left(\Delta t^{n-1 / 2}+\Delta t^{n+1 / 2}\right)}{2}, \tag{5}
\end{align*}
$$

where the superscript ( $n$ ) indicates the time step. The accelerations are determined by using the diagonal mass matrix $\mathbf{M}$ as,

$$
\begin{equation*}
\dot{u}=\frac{1}{\mathbf{M}}\left(F^{e x t}-\int \mathbf{B}^{T} \bar{\sigma} d \Omega\right), \tag{6}
\end{equation*}
$$

where $\mathbf{B}$ is the discrete gradient operator. In the explicit Lagrangian step used in the multi-material Eulerian code, $\bar{\sigma}$ is the mean stress and is calculated according to mixture theory.

### 3.2 Equation of state (EOS) and energy equation

The equation of state and energy equation are solved simultaneously for the hydrostatic pressure $P$ and internal energy $e$ as follows.

$$
\begin{align*}
& P=f(\rho, e),  \tag{7}\\
& e^{n+1}=e^{n}+\Delta e_{d}^{n+1 / 2}-\left[\frac{P^{n+1}+P^{n}}{2}+q^{n+1 / 2}\right] \frac{\Delta V^{n+1}}{m_{c}}, \tag{8}
\end{align*}
$$

where $e_{d}$ is the distortional energy and $m_{c}$ the cell mass. For example, the two equations for air medium are,

$$
\begin{align*}
& P^{n+1}=(\gamma-1) \rho^{n+1} e^{n+1},  \tag{9}\\
& e^{n+1}=e^{n}-\left[\frac{P^{n+1}+P^{n}}{2}+q^{n+1 / 2}\right] \frac{\Delta V^{n+1}}{m_{c}}, \tag{10}
\end{align*}
$$

where $\gamma(=1.4)$ is the ratio of specific heats and a gamma law equation of state is used. Substituting Eq. (9) into Eq. (10) and solving for new energy results in,

$$
\begin{equation*}
e^{n+1}=\frac{\left[e^{n}-\left(\frac{P^{n}}{2}-q^{n+1 / 2}\right) \frac{\Delta V^{n+1}}{m_{c}}\right]}{\left[1+\frac{(\gamma-1) \Delta V^{n+1}}{2 m_{c}} \rho^{n+1}\right]} \text {. } \tag{11}
\end{equation*}
$$

### 3.3 Constitutive equations

The stresses in the material are expressed as the sum of the dilatational and deviatoric parts $s_{i j}$ as,

$$
\begin{equation*}
\sigma_{i j}=-P \delta_{i j}+s_{i j} \tag{12}
\end{equation*}
$$

The dilatational response is governed by an equation of state and the deviatoric response by a plasticity flow theory. For objective stress update the Jaumann rate is used as,

$$
\begin{equation*}
\hat{s}_{i j}=\dot{s}_{i j}+s_{i k} \Omega_{k j}-\Omega_{i k} s_{k j}, \tag{13}
\end{equation*}
$$

where $\dot{s}_{i j}$ is the derivative of $s_{i j} . \Omega_{i j}$ is the rigid body rotation (spin) tensor which is,

$$
\begin{equation*}
\Omega_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) . \tag{14}
\end{equation*}
$$

Constitutive models adopted in the code are von Mises type and the Johnson-Cook viscoplastic models. The flow stresses are in general form,

$$
\begin{align*}
& \sigma_{y}=\left[A+B \varepsilon_{p}^{n}\right]  \tag{15}\\
& \sigma_{y}=\left[A+B \varepsilon_{p}^{n}\right]\left[1+C \ln \dot{\varepsilon}^{*}\right]\left\{1-\left[\frac{T-T_{\mathrm{o}}}{T_{\text {melt }}-T_{\mathrm{o}}}\right]^{m}\right\}, \tag{16}
\end{align*}
$$

where $\varepsilon$ is the equivalent plastic strain, $\dot{\varepsilon}^{*}$ the dimensionless plastic strain rate and $T$ the temperature. $T_{\text {melt }}$ and $T_{\mathrm{o}}$ are the melting and reference temperatures.

To handle the discontinuity in the flow variables associated with shocks, it has been a common practice to introduce an extra viscous term. Hence the artificial bulk viscous terms are added to the hydrostatic pressure. The actual terms, which are added to the hydrostatic pressure in the current program, are

$$
q=\left\{\begin{array}{cc}
\rho_{0} L_{e}\left(b_{0} L_{e} \dot{\varepsilon}_{k k}^{2}-b_{1}+\dot{\varepsilon}_{k k}\right) & \text { for } \dot{\varepsilon}_{k k}<0  \tag{17}\\
0 & \text { for } \dot{\varepsilon}_{k k} \geq 0
\end{array}\right.
$$

where $\rho_{\mathrm{o}}$ is the reference density, $L_{\mathrm{e}}$ the characteristic length and $\dot{\varepsilon}_{k k}$ the volume change, $c$ the wave speed. $b_{\mathrm{o}}$ and $b_{1}$ are the coefficients in the bulk viscosity, and typically $b_{0}=1.5$ and $b_{1}=0.06$. The critical time step for stability is determined to meet the CFL condition.

### 3.4 Taylor bar benchmark test

Since the program runs as a pure Lagrangian code by skipping the remap part, the Lagrangian part has been tested for the well known Taylor bar benchmark problem. The results are compared with experimental data [14]. A cylindrical rod impacts against a rigid wall at velocities of $219 \mathrm{~m} / \mathrm{s}$ for $\mathrm{Al} 7075-\mathrm{T} 6$ rod and $145 \mathrm{~m} / \mathrm{s}$ for OHFC copper rod, as shown in Fig. 4. The von Mises material model is used. The yield strength is 700 MPa for $\mathrm{AL} 7075-\mathrm{T} 6$, and 350 MPa for OHFC copper, respectively. Fig. 5 shows a comparison of ExLO predictions and experimental data for final deformed shape at a sufficient time after impact, indicating a good match. The dotted line is the deformed shape from experiment. A good agreement is also predicted for OHFC copper rod, as shown in Fig. 6. The numerical results for final rod length and deformed diameter are compared with experimental data from open literature in Table 1. The results are reasonably comparable. A little discrepancy might be due to the material properties, which may not be perfectly described by the von Mises strength model. Up to here validation of the Lagrangian step has been performed.

At the end of the Lagrangian computational step and before the remap step, it is necessary to include

Table 1. Comparison of the final diameter and final length of the rod.

|  | AL 7075-T6 |  | OHFC Copper |  |
| :---: | :---: | :---: | :---: | :---: |
|  | ExLO | Experiment | ExLO | Experiment |
| Impact Velocity <br> $(\mathrm{m} / \mathrm{s})$ | 219 |  | 145 |  |
| Initial Diameter <br> $(\mathrm{mm})$ | $4.16 / 31.2$ |  | $4.16 / 31.4$ |  |
| / Inital Length of <br> the Rod (mm) | 28.65 | 25.40 | 25.80 |  |
| Deformed <br> Diameter (mm) | 5.36 | 5.02 | 7.14 | 6.36 |
| Final Length of <br> the Rod (mm) | 28.87 | 285 |  |  |



Fig. 4. Schematic of Taylor bar benchmark test.


Fig. 5. Taylor bar impact of Al7075-T6, impact velocity $219 \mathrm{~m} / \mathrm{s}$.


Fig. 6. Taylor bar impact of OHFC copper, impact velocity 145 $\mathrm{m} / \mathrm{s}$.
an additional step in which grid motion is controlled. This is called as "remesh step". Various options for the grid motion will be predescribed. One of them is a Eulerian fixed grid, which constrains the node to move back to the original positions.

## 4. Remap step

The remesh step associates advection of element properties. The major processes of the remap step are
the calculation of volume flux, material interface tracking, advection of cell-centered variables and advection of vertex-centered variables. For the material interface tracking, ExLO uses the SLIC-like algorithm with an enhancement to account for some special topologies. Youngs' $2^{\text {nd }}$ order algorithm is under investigation. In some aspect, the benefit of using a sophisticated algorithm such as the three dimensional Youngs' algorithm is somewhat less since the scheme is quite complex and takes more computational time.

The advection equations are simplified by using operating splitting techniques, such that the threedimensional governing equations are replaced by a set of one-dimensional equations. ExLO uses the Youngs' 2nd order accurate scheme with the van Leer scheme to preserve monotonicity. Finally, for the vertex-centered advection such as nodal momentum, the SALE algorithm, which is simple and easy to implement, is adopted and some modifications are being investigated. More details and modifications for the schemes used in the remap part are described below.

### 4.1 Interface tracking schemes

In the present work a VOF (Volume of Fluid) based method is used to capture the moving boundaries in a 3-Dim, rectangular-grid system. The method is applicable to the type of code in which the layout of materials is described solely by the volume fraction of the various materials in each computational cell. The volume fraction distribution is used to construct an interface in each mixed cell by a line in twodimensional mesh and a plane in three-dimensional mesh. The position of the interface determines the flow across cell sides and hence enables volume fractions to be updated to the next time level. Currently, the 1st order scheme is well implemented and the 2nd order scheme is still under fine refinement.

The evolution of material interfaces is determined by the following equation:

$$
\begin{equation*}
\sum_{m=1}^{N}\left\{\frac{\partial f^{m}}{\partial t}+u \cdot \nabla f^{m}\right\}=0 \tag{18}
\end{equation*}
$$

where $N$ is the total number of materials, $u$ the fluid velocity, and $f^{m}\left(=V_{m} / V\right)$ the volume of fraction of the $m$ th fluid material. If the cell is empty of material $m, f^{m}=0$. Hence the volume fraction is advected with


Fig. 7. Five fluid volume topologies and special cases.
the flow characteristics of the system.
Most popular and simple method in this category is SLIC (simple line interface construct) developed by [15]. The interface is constructed by using adjacent elements in a row and column of elements without using information in the transverse mesh direction. Hence, the interface surface is aligned either parallel or perpendicular to the flow vector in each sweep direction, which may cause an inaccuracy for off-axis translational flows. This is why this belongs to a piecewise-constant method. To predict more accurate interfaces, while keeping the simplicity of the philosophy of the methodology, a modifed SLIC-like algorithm [16] is currently implemented. However, the results were not fully successful and more cases are required, such as "thin finger" and "corner" topologies (see Fig. 7).

Piecewise-linear methods calculate the interface lines (2-Dim) and planes (3-Dim) with slope. Among them, the two-dimensional Youngs' scheme has been known to predict accurate interfaces [17], although the three-dimensional methodology is not simple. Here the major idea of the scheme is provided briefly. First, it is necessary to determine interface normal direction by using volume fraction information from the surrounding cells. Using a stencil for a mesh, the normal is determined as,

$$
\begin{align*}
\bar{n}= & -\frac{\nabla f}{|\nabla f|}, \\
& \frac{\partial f}{\partial x}  \tag{19}\\
& =\frac{\bar{f}_{E}-\bar{f}_{W}}{2 \Delta x}, \frac{\partial f}{\partial y}=\frac{\bar{f}_{N}-\bar{f}_{S}}{2 \Delta y}, \frac{\partial f}{\partial z}=\frac{\bar{f}_{F}-\bar{f}_{B}}{2 \Delta z} .
\end{align*}
$$

This indicates that components of the volume fraction gradient are determined from the weighted averages of the volume fractions as shown in Fig. 8. There are several ways to determine the weighted averages.


Fig. 8. Difference stencil for the weighted average of the volume fractions.


Fig. 9. Volume fraction update by volume rezone with alternating sweeps in each direction.

The one of $\bar{f}_{E}(i+1, j, k)$ is,

$$
\begin{equation*}
\bar{f}_{E}=-\frac{\left\{\left(f_{1}+f_{3}+f_{7}+f_{9}\right)+\beta\left(f_{2}+f_{2}+f_{4}+f_{6}\right)+\gamma\left(f_{5}\right)\right\}}{(4+4 \beta+\gamma)}, \tag{20}
\end{equation*}
$$

where $\beta=2$ and $\gamma=4$. Next, the interface position is adjusted to match the volume fraction of the donor cell. The procedure is much simplified by transforming to a unit cube co-ordinate system. There are six cases of the shape formed from the intersections of the cube with an arbitrary plane $[18,19]$. The distance from the cube origin to the plane can be expressed as a function of the interface normal and volume fraction.

Once the location of the interface is determined, the portion of flux corresponding to the fluid under consideration needs to be calculated. First, the exit face has to be identified and a plane is drawn parallel to the exit face. Then the exit volume between the two planes and within the fluid is estimated. This volume flux and the fluid volume flowing with it are used to update the volume fraction every time step. Fig. 9 illustrates the updating procedure: (1) the cell volume


Fig. 10. Material property indices in cell centered ( $j \pm 1 / 2$ ) and cell boundary $(j)$, the property gradient $\left(D_{j}\right)$ is defined at the cell boundary.
changes from $V_{0}$ to $V_{1}$ in the Lagrangian step while the volume fraction remains constant, (2) the vertex moves back to the Eulerian original location, (3) the volume fraction advection is carried out in each direction one by one with alternating sweeping direction every other step.

### 4.2 Cell-centered advection

Since spatial operating splitting is applicable, the following one-dimensional advection equation can be applied to three-dimensional problems [18].

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}+u \frac{\partial \varphi}{\partial x}=0 . \tag{21}
\end{equation*}
$$

The discrete form of this equation is,

$$
\begin{equation*}
\varphi_{j+1 / 2}^{+}=\varphi_{j+1 / 2}^{-}+\frac{\left(\bar{\varphi}_{j} u_{j}-\bar{\varphi}_{j+1} u_{j+1}\right)}{\Delta x} \Delta t, \tag{22}
\end{equation*}
$$

where $\bar{\varphi}$ is the average value of the flowing property and the notations are illustrated in Fig. 10. The superscripts $(+)$ and $(-)$ indicate the values before and after the advection, respectively. Note that no time step is involved in the remap part. If we take into account a linear variation of the cell property, it can be expressed as a spatial variation function,

$$
\begin{equation*}
\varphi(x)=\varphi_{j-1 / 2}+D_{j} x, \tag{23}
\end{equation*}
$$

where $D_{j}$ is the slope at the cell boundary. The average value of the flowing property is then given by,

$$
\bar{\varphi}_{j}= \begin{cases}\varphi_{j-1 / 2}+\frac{1}{2}\left(1-\frac{u \Delta t}{\Delta x}\right) D_{j} x, & u>0  \tag{24}\\ \varphi_{j+1 / 2}-\frac{1}{2}\left(1+\frac{u \Delta t}{\Delta x}\right) D_{j} x, & u<0\end{cases}
$$

where,

$$
D_{j}= \begin{cases}0 & \text { 1st order (upwind method) }  \tag{25}\\ \frac{\varphi_{j+1 / 2}-\varphi_{j-1 / 2}}{\Delta x} & \text { 2nd order }\end{cases}
$$

The above one-dimensional advection formulations are to be applied to each $x, y$ and $z$ direction. The order used is $x-y-z$ and $z-y-x$ on alternate time steps to prevent systematic error. Numerical diffusion associated with the 1 st-order advection can be eliminated by using the 2 nd-order equation. However some nonphysical oscillations and negative properties may be observed and this can be manipulated by the monotonic advection method of van Leer, which is often referred to as the MUSCL algorithm [20].

### 4.3 Vertex-centered advection

The momentum advection takes advantage of the cell-centered advection method already discussed previously. The one-dimensional concept is first discussed and followed by the two-dimensional extension. During the extension to the two-dimensional model, some aspects that are not present in onedimension are included here. Inclusion of the threedimensional formulation in this paper seems to be redundant.

The basic idea is that the change in the momentum of a node is an algebraic average of the changes in the momentum of its surrounding cells [21]. For the onedimensional case, we need to define the cell momentum and nodal momentum using the cell mass $m_{j+1 / 2}$ and nodal mass $m_{j}$ as,

$$
\begin{align*}
& M_{j+1 / 2}=1 / 2 m_{j+1 / 2}\left(u_{j}+u_{j+1}\right): \text { cell momentum }  \tag{26}\\
& M_{j}=m_{j} u_{j}: \text { nodal momentum. } \tag{27}
\end{align*}
$$

The updated nodal momentum is obtained from the change in the cell momentum $\Delta M_{j \pm 1 / 2}$ from the advection as,

$$
\begin{equation*}
M_{j}^{+}=M_{j}^{-}+\frac{1}{2}\left(\Delta M_{j-1 / 2}+\Delta M_{j+1 / 2}\right) \tag{28}
\end{equation*}
$$

where again the superscripts $(+)$ and $(-)$ indicate the values before and after the advection, respectively. Finally the updated nodal velocity is,

$$
\begin{equation*}
u_{j}^{+}=\frac{M_{j}^{+}}{m_{j}^{+}} . \tag{29}
\end{equation*}
$$

For the two-dimensional case as shown in Fig. 11, each cell has two momentum components in each direction $(k, l)$ and they are written using the cell mass by,

$$
\begin{align*}
M x_{(k+1 / 2, l+1 / 2)}= & 1 / 4 m_{(k+1 / 2, l+1 / 2)} \\
& \left(u_{(k, l)}+u_{(k+1, l)}+u_{(k, l+1)}+u_{(k+1, l+1)}\right) .  \tag{30}\\
M y_{(k+1 / 2, l+1 / 2)}= & 1 / 4 m_{(k+1 / 2, l+1 / 2)} \\
& \left(v_{(k, l)}+v_{(k+1, l)}+v_{(k, l+1)}+v_{(k+1, l+1)}\right)
\end{align*}
$$

Again, the updating of each component of the nodal momentum is obtained from the change in the cell momentum $\Delta M x$ and $\Delta M y$ from the advection in each direction as,

(a)

(b)

Fig. 11. (a) Vertex momentum is obtained as one quarter of the sum of the changes in the momentum of four surrounding cells in 2-Dim and one-eighth of eight surrounding cells in 3-Dim. (b) Each component of momentum associated with the transport volume is advected.

$$
\begin{align*}
M x_{(k, l)}^{+}=M x_{(k, l)}^{-} & +\frac{1}{4}\left(\Delta M x_{(k-1 / 2, j-1 / 2}+\Delta M x_{(k+/ 12, j-1 / 2)}\right. \\
& \left.+\Delta M x_{(k-1 / 2, j-1 / 2}+\Delta M x_{(k+/ 12, j-1 / 2)}\right)  \tag{31}\\
M y_{(k, l)}^{+}=M y_{(k, l)}^{-} & +\frac{1}{4}\left(\Delta M y_{(k-1 / 2, j-1 / 2}+\Delta M y_{(k+/ 12, j-1 / 2)}\right. \\
& \left.+\Delta M y_{(k-1 / 2, j-1 / 2}+\Delta M y_{(k+/ 12, j-1 / 2)}\right)
\end{align*}
$$

That is, the $x$ and $y$ components of the velocity are advected in an identical manner. Finally, for the updated nodal velocities, Eq. (29) is still applicable here and even to the three-dimensional formulations.

Now we need to pay special attention to the calculation of the change in the cell momentum, $\Delta M x$ and $\Delta M y$. For the one-dimensional case and $u>0$, $\Delta M_{j+1 / 2}$ is simply,

$$
\begin{equation*}
\Delta M_{j+1 / 2}=\left(\rho_{j-1 / 2} u_{j-1 / 2}\right) \Delta V_{j}-\left(\rho_{j+1 / 2} u_{j+1 / 2}\right) \Delta V_{j+1}, \tag{32}
\end{equation*}
$$

where $\left(\rho_{j-1 / 2} u_{j-1 / 2}\right)$ is the specific momentum of $(j-1 / 2)$ cell and this equation means that the change in the momentum of $(j+1 / 2)$ cell is obtained from the difference between the incoming momentum from $(j-1 / 2)$ cell through the cell boundary $j$ and the outgoing momentum through the cell boundary $j+1 . \Delta V_{j}$ is the transport volume through the cell boundary $j$ and is determined from the interface tracking scheme described previously. That is, for the one-dimensional case only $x$ momentum is associated with the transport volume. For the two-dimensional case, however, the transport volume associates two momentum components to be advected as illustrated in Fig. 11. It is true for the three-dimensional case as well.


Fig. 12. Advection of the square volume with unidirectional velocity field. At the bottom left are the initial conditions (I.C.). The top left and bottom right are the advection with parallel to one axis direction. The center and the top right is the advection with off-axis direction.

In the current work the cell-centered advection is a second-order scheme. In transport of the momentum in Eq. (32), an average density estimated form the second-order scheme is used. However, the velocity is assumed to be a piecewise-constant distribution. We leave a piecewise-linear distribution for momentum to future work.

### 4.4 Simple advection test

In this section the remap part is tested with simple analytic velocity fields, in which no stresses are involved. Three different velocity fields are considered: $(1,0),(0,1)$ and $(1,1)$. The computational domain is $150 \times 150 \times 1$ mesh cells. The initial conditions are a square volume filled with $20 \times 20 \times 1$ cells at the left bottom of the figure.

The results of advecting the scalar field with the three velocity fields are shown in Fig. 12(a) for (1,0), (b) for $(0,1)$, and (c) for $(1,1)$ velocity fields. The results are displayed on the same figure for compactness, although they were advected separately. The flow of the scalar field is well predicted if the flow is aligned parallel to one coordinate direction, such as the cases of (a) and (b) in Fig. 12. However, the prediction becomes somewhat poor for off-axis translation flow, as shown in Fig. 12(c). Interface distortions are mainly shown at the upwind corner of the square [17]. More research is anticipated to make an improvement in the interface tracking algorithm and the momentum advection algorithm as well.

### 4.5 Mixture theory

In multi-material ALE/Eulerian calculations, eventually a part of the domain is occupied with more than two materials, resulting in a mixed cell. It is then necessary to define how the mixed cell partitions the mean strain rate $\dot{\bar{\varepsilon}}$, which is obtained from the Lagrangian step, among the materials. This process is explained by a mixture theory. Once the strain rate of each material is determined, stress of each material is updated to $t^{n+1}$ individually. Finally, the element mean stresses are calculated as the volume-weighted average of the material stresses,

$$
\begin{equation*}
\bar{\sigma}^{n+1}=\sum_{m=1}^{N}\left(f^{m} \sigma_{m}^{n+1}\right) . \tag{33}
\end{equation*}
$$

The simple and robust theory is to partition the mean strain rate of the element to each material,
which is called as equal strain rate mixture theory.

$$
\begin{equation*}
\dot{\bar{\varepsilon}}=\dot{\varepsilon}_{1}=\dot{\varepsilon}_{2}=\cdots=\dot{\varepsilon}_{N} \tag{34}
\end{equation*}
$$

Our numerical experiments reveal that this theory is accurate enough for most high-speed impact problems involving mixed cells filled with materials of no extreme impedance (density $\times$ wave speed) mismatch, such as mixtures of solid and solid, or solid and water.

Another scheme is the pressure equilibrium mixture theory, which seems to be more versatile for many problems. Each material in a mixed cell is assigned to have different strain rate to allow each material to relax towards pressure equilibrium. It is recommended to adopt an efficient single iteration algorithm, which uses linearized equations of state for each of the $N$ materials,

$$
\begin{equation*}
P_{m}{ }^{n+1}=P_{m}{ }^{n}-\rho_{m} c_{m}{ }^{2} \Delta t \dot{\varepsilon}_{m}{ }^{v}, \tag{35}
\end{equation*}
$$

where $\dot{\varepsilon}_{m}{ }^{v}$ is the volume strain rate, $\rho_{m}$ the density and $c_{m}$ the wave speed. $N-1$ equations are obtained from Eq. (35). To determine $N$ unknowns of $\dot{\varepsilon}_{m}{ }^{v}$, one more constraint equation for the volume strain rate is,

$$
\begin{equation*}
\dot{\bar{\varepsilon}}_{v}=\sum_{m=1}^{N}\left(f^{m} \dot{\varepsilon}_{m}{ }^{v}\right) \tag{36}
\end{equation*}
$$

This means that the mean volume strain rate is the volume-weighted average of the material volume strain rate. Hence the $N$ equations are,

$$
\begin{align*}
& P_{m}^{n}-I_{m} \dot{\varepsilon}_{m}^{v}=P_{i}^{n}-I_{i} \dot{\varepsilon}_{i}^{v}, \text { for } m=1,2, \cdots, N \text { and } \\
& m \neq i  \tag{37}\\
& \dot{\bar{\varepsilon}}_{v}=f^{1} \dot{\varepsilon}_{1}^{v}+f^{2} \dot{\varepsilon}_{2}^{v}+\cdots f^{N-1} \dot{\varepsilon}_{M-1}^{v}+f^{N} \dot{\varepsilon}_{M}^{v} \tag{38}
\end{align*}
$$

where, $I_{i}=\rho_{i} c_{i}^{2} \Delta t$. Here the material of a maximum volume fraction is selected as the pivot material $i$. Solving Eqs. (37) and (38) provides the volume strain rate of the pivot material,

$$
\begin{equation*}
\dot{\varepsilon}_{i}^{v}=\frac{\bar{\varepsilon}^{v}+\sum_{j=1, j \neq i}^{N} \frac{\left(P_{i}^{n}-P_{j}^{n}\right)}{I_{j}} f^{j}}{f^{i}+\sum_{j=1, j \neq i}^{N} \frac{I_{i}}{I_{j}} f^{j}} . \tag{39}
\end{equation*}
$$

Then the volume strain rates of all other materials
are obtained by substituting Eq. (39) into Eq. (37). Only this scheme shows no stability problem associated with the mixed cell filled with materials of a huge impedance mismatch. This is the case of the explosions in air.

## 5. Conclusion

We have devloped a new total shock physics code (ExLO) design to solve large deformation problems involving high-speed impact/penetration and explosions. The program is based on three-dimensional finite element method and written in C++. The distinguishing feature of ExLO is that the Lagrangian, Eulerian and ALE schemes are integrated into a single framework. It can provide an optimum simulation environment for various problems of large deformation problems, such as deep impact/penetration and formation of shaped-charges upon detonation and their subsequent interaction with surrounding targets. Furthermore we can apply the current methodology to FSI problems such that the structural response can be analyzed with Lagrangian scheme while the loading comes from the Eulerian domain.

Benchmark calculations for Taylor bar impact problem show an excellent agreement with previous experimental data. The remap part has been tested with simple analytic velocity fields, in which no stresses are involved. Although a good result is obtained, some improvement is anticipated in the material interface tracking scheme and momentum advection scheme. More practical applications of ExLO to the impact problem and the explosion problem will be described in a separate paper in this journal.
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## Appendix

## A. 1 Taylor impact test with Lagrangian, ALE and Eulerian solvers

The Lagrangian, ALE and Eulerian solvers available in ExLO have been compared for a Taylor impact test using a two-dimensional plain symmetry case. The Eulerian computational domain is $32 \times 10 \times 1$ mesh cells. Initially $30 \times 3 \times 1$ cells are filled with material and the rest is void. The Lagrangian and ALE domains are only $30 \times 3 \times 1$ mesh cells, which is exactly equal to the filled area of the Eulerian model. The impact velocity is $200 \mathrm{~m} / \mathrm{s}$. Material behavior is described by an elastic plastic model with linear hardening. Material density is $8.93 \mathrm{~g} / \mathrm{cm}^{3}$, Young's modulus 100 GPa , Poisson ratio 0.3, initial yield stress 0.4 GPa , and hardening modulus 0.1 GPa . For the option of vertex movement in ALE solution, an equal $x$-distance limitation is enforced to stretch out the grid along the impact direction. Each solution is well comparable, as shown in Fig. A1. Table A1 shows the numerical results for final length and deformed width measured at impact front surface obtained from each solution. The predictions are fairly similar. This benchmark demonstrates the modeling capability as a total shock physics code.

Table A1. Comparison of Taylor impact test, ExLO 2-Dim plain symmetry calculation.

|  | Lagrangian | ALE | Eulerian |
| :---: | :---: | :---: | :---: |
| Impact Velocity (m/s) | 200 |  |  |
| Initial Length/Initial <br> Width | $32 / 3$ |  |  |
| Deformed Width <br> $(\mathrm{mm})$ | 22.42 | 23.4 | 22.1 |
| Final Length (mm) | 9.45 | 9.51 | 9.55 |

## 田 (木|



(a) Lagrangian

(b) ALE

(c) Eulerian

Fig. A1. Two-dimensional plain symmetry Taylor impact test comparison from different schemes.
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